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Rozkład wielkości firm w Polsce –  czy ma zastosowanie prawo potęgowe?

Streszczenie: Artykuł koncentruje się na istnieniu praw potęgowych w rozkładzie wielkości 
firm w Polsce. Przetestowano empirycznie, czy rozkład wielkości firm w Polsce ma cechy 
prawa Zipfa – szczególnego przypadku prawa potęgowego obserwowanego w wielu różnych 
kontekstach w literaturze ekonomicznej. W analizie wykorzystano dane z roku 2019, doty-
czące 2000 największych przedsiębiorstw w Polsce, notowanych na Liście 2000 „Rzeczpo-
spolitej”. Dokonano przeglądu teoretycznych mechanizmów generujących prawa potęgowe, 
a w analizie empirycznej zastosowano kilka estymatorów wykładnika potęgi. Uzyskane 
przez nas wyniki potwierdzają istotne statystycznie odchylenia od prawa Zipfa w przy-
padku rozkładu wielkości firm w Polsce. Znaleźliśmy dowody na to, że prawo potęgowe nie 
jest w stanie w zadowalający sposób aproksymować rozkładu firm opartego na sprzedaży.

Słowa kluczowe: prawo potęgowe, prawo Zipfa, rozkład wielkości firm, skalowanie

Kody klasyfikacji JEL: C46, D39, L25

Artykuł złożony 23  sierpnia 2020 r., w wersji poprawionej nadesłany 13  lutego 2021 r., 
zaakceptowany 18 marca 2021 r.

Introduction

The aim of the article is to investigate the size distribution of Polish com-
panies. We will test a hypothesis that Polish companies are subject to a (weak) 
power-law distribution. We will also identify some of the possible consequences 
of such a situation.

Following the seminal papers by Axtel [2001], Gabaix [2009], and di Gio-
vanni and Levchenko [2010], firm size is usually measured with employment 
or sales, with the latter gaining popularity in the more modern literature. The 
power law indicates a firm-size distribution with so-called fat tails, which 
means that, compared to the traditionally assumed normal distribution, the 
economy has a relatively strong representation of large companies (in terms 
of sales or employment). Gabaix refers to such a structure as the granular 
economy. The granular economy has an interesting feature whereby large 
companies may dominate in a specific sense, which in this case means that 
idiosyncratic shocks affecting them on a micro level may be translated into 
macroeconomic conditions. Were firm size distributed normally, we would 
expect individual shocks to cancel out, thus micro shocks would be irrelevant 
to the economy on a macro level.

The concept of the granular economy is therefore essential for under-
standing the economic mechanisms and providing proper policies, e.g. refer-
ring to controlling market power concentration or supporting competitive-
ness. Gabaix [2011] shows that the sum of idiosyncratic shocks to the largest 
companies, which he defines as the granular residual, is a significant deter-
minant for business cycle fluctuations on a national level. The importance of 
that aspect, along with the growing awareness of the problem among main-
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stream economists in the world, motivated us to raise the question about the 
distribution of firm size in Poland.

Section 2 includes a literature review. Section 3 incorporates the pres-
entation of the methodology and data. Section 4 focuses on discussing the 
obtained results. The final section concludes.

Literature review

Power laws have been widely observed in empirical research, starting from 
Zipf [1949] and throughout the second half of the 20th century and the first two 
decades of the 21st century. In economics, power laws were originally used 
to describe the distribution of income and wealth [Pareto, 1896]. This usage 
for power laws is still popular as many papers demonstrate the existence of 
power laws in either of cases [Atkinson et al., 2011; Benhabib et al., 2011] or 
increasingly in both cases jointly [Pickety, Zucman, 2014; Gabaix et al., 2016]. 
Considering these issues together is justified, as the power law distribution 
indicates inequalities – and inequalities in income distribution tend to cumu-
late into even larger inequalities in terms of wealth [Gabaix, 2016]. An inves-
tigation into the distribution of income led to widening the use of power laws 
to include areas directly associated with income, such as productivity [Lucas, 
Moll, 2014] and consumption [Toda, Walsh, 2015]. Some focus has also been 
brought to capital markets, where it is possible to observe power-law distri-
butions of returns, daily numbers of transactions and other parameters asso-
ciated with stocks [Gopikrishnan et al., 1999; Plerou et al., 2005; Bouchaud 
et al., 2009; Kyle, Obizhaeva, 2019].

Modern economics puts a lot of emphasis on analyses within the frame-
work of imperfect competition (monopolistic competition or oligopoly). In 
such a case the distribution of firm size seems to be informative. Many papers 
focus on testing the power laws for the distribution of firm size. For exam-
ple, Axtel [2001] was one of the first to focus on the distribution of firm size 
in the context of power laws, specifically Zipf ’s law. He calculated firm-size 
distributions for American companies based on the size of their employment, 
considering data for all the companies in the COMPUSTAT base (roughly 
about 5 million firms in each of the analysed years: 1988–1997). He man-
aged to show that, even though the number of companies and their aver-
age size grew, the distribution was well approximated by a power law with 
an exponent close to 1 – Zipf ’s law. Gabaix [2009] first replicated the results 
by Axtell [2001] to show that the American economy is granular and subject 
to Zipf ’s law – only this time it was supported by data on both employment 
and sales. Later Gabaix [2011] took a slightly different approach and proved 
that the sum of productivity shocks of the 100 largest American companies 
weighted with their sales-to-GDP ratio (the aforementioned granular resid-
ual) is a significant independent variable for a factor model predicting the 
GDP dynamics in the United States. Di Giovanni et al. [2011] also replicate 
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the power law  estimation, but this time proving that the firm-size distribu-
tion in the case of French companies can also be approximated by Zipf ’s law. 
What’s more, they show that the power-law exponent for exporters is lower 
in absolute terms than for non-exporters, which indicates that the distribution 
of exporting firms is systematically more fat-tailed, thus granularity among 
exporters is even stronger.

Gabaix [2016] demonstrates the rationale behind the occurrence of multi-
ple power laws among economic phenomena. Power laws appear as a result 
of mechanisms arising from the proportional random growth theory. Let us 
assume that we observe a set of companies that grow or shrink randomly due 
to independent shocks, but at the same time they satisfy Gibrat’s law, which 
states that all companies have the same expected growth rate (with the same 
standard deviation). Such a model only makes it possible to draw a conclu-
sion that in time the distribution of firms should tend toward a log-normal 
with a variance growing over time. There is no guarantee that the observed 
set of companies (an economy) would obtain a steady-state distribution. To 
ensure that, one more condition is needed: the assumption of a lower bound 
of the firm’s size. Now this model technically produces a steady-state distri-
bution, which has the form of a power law. However, it does not necessar-
ily have to be Zipf ’s law, which means that the exponent does not have to be 
close to 1. However, Gabaix [2009] demonstrates that the exponent aims for 
1 if we include two very realistic assumptions, namely that the lower bound 
for size is very low and that the number of companies in the economy is finite.

In other words, in light of the proportional random growth theory and 
Gibrat’s law, Zipf ’s law is a steady-state distribution for companies if we 
assume the following conditions:
(1) The economy has a finite size in terms of the number of enterprises,
(2) There is a lower bound for the size of a company and it is relatively low,
(3) Companies demonstrate constant economies of scale.

The above conditions are in fact very realistic. The first condition is quite 
obvious from a practical point of view. It would be rather abstract to expect 
that an economy can include an infinity of companies. The second condition 
is also realistic. If we measure the size of a company with its employment 
then the lower bound of 1 is the only logical. If we measure the size of a com-
pany with its sales then we can still claim that, because of existing fixed, but 
not sunk, costs1, maintaining a company is only rational if it obtains a mini-
mum turnover at a certain level characteristic for each economy.

The third condition is a bit more problematic. Some economists assume 
that constant returns to scale are a typical situation for the average company, 
and this condition is obvious in such models. However, Gabaix [2016] notes 
that there are many microeconomic models that assume the occurrence of 
economies of scale. Therefore a bigger company should be more cost-effi-

1 We mean fixed costs that could be recovered should the company exit the market.
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cient and able to grow even faster than a smaller company. In such a case, 
Gibrat’s law should not stand, but Gabaix [2016] claims that empirically it 
usually does, which is due to non-economic counter-factors that balance pos-
itive economies of scale in real life. These could be institutional factors such 
as stricter tax regulations and less support for bigger companies. Another 
possibility is simply that economies of scale might exist, but they are not very 
strong. That would be enough for many processes to be estimated as power 
laws with exponents close to 1. Therefore, based on the insight from Gabaix 
[2016], this last condition can be significantly relaxed:
(3’)  Companies either demonstrate constant economies of scale or weak econ-

omies of scale or the economy incorporates exogeneous (e.g. institutional) 
mechanisms that mitigate economies of scale.
In fact, intuition suggests that if an economy is granular, this should be 

considered as proof that the market structure is far from the model of perfect 
competition. Since, in a model free-market economy (without institutional or 
informational frictions), monopolisation processes may arise only due to econ-
omies of scale, then the relaxed condition 3’ should be considered more real-
istic than its original formulation. The existence of economies of scale should 
be expected at least in the case of the largest companies.

Surprisingly, the power-law distribution of company sizes may affect the 
power-law distribution of incomes, as suggested by Rosen [1981] and devel-
oped by Gabaix and Landier [2008]. One of the mechanisms connecting those 
areas may be through competition over most skilled workers. Both Rosen 
[1981] and Gabaix & Landier [2008] focused on top managers in their anal-
yses, but in fact their conclusions could be drawn to apply to top artists or 
athletes. They proved that if companies have a power-law distribution and 
there is no upper bound for the size (or resourcefulness) of the company, then 
even small differences in the skilfulness or talent of a scarce group of workers 
will translate into their earnings having a power-law distribution without an 
upper bound. Gabaix and Landier [2008] called that mechanism of generat-
ing income distribution a double power law.

One important remark needs to be made in the context of strong, weak 
and false power laws in economics. It seems that in many cases economic 
power laws are weak at best. In fact, di Giovanni and Levchenko [2013] claim 
that Zipf ’s law of firm sizes can only be estimated for the largest companies 
up to a certain cut-off. Using a sample including smaller companies, from 
below that threshold, quickly biases the exponent of the power law towards 
0. While one may question if estimating power laws as a rule for size distri-
bution makes sense in such a case, it is worth stressing that estimating Zipf ’s 
law for the largest companies may serve a different purpose. The existence 
of Zipf ’s law for a reasonable sample of the largest companies indicates a fat 
right tail of the distribution, which means that there is a significant amount 
of relatively large companies which can generate idiosyncratic shocks that 
could not be cancelled out and would eventually affect the situation of an 
entire economy [Gabaix, 2011].
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Power laws are also commonly used in non-economic empirical research. 
They are popular in linguistics [e.g. Kucera, Francis, 1967; Altmann, 2002; 
Ellis et al., 2015; Mehri, Lashkari, 2016]; bibliometrics [e.g. Lotka, 1926; Wyl-
lys, 1981; White, McCain, 1989; Clough et al., 2015; Patience et al., 2017]; and 
analysis of internet traffic [e.g. Mitzenmacher, 2003; Olmedilla et al., 2016; 
Bokányi et al., 2019]. Power laws are also strongly present in urban analy-
ses and geography [e.g. Hill, 1970; Gabaix, 1999; Brakman et al., 2001; Soo, 
2005; Edwards, Batty, 2015]. To a lesser extent they have been utilised in nat-
ural sciences [e.g. Mandelbroot, 1982; Schroeder, 1991; Bak, 1996; Sornette 
et al., 1996; Serbyn et al., 2016] and in applied sciences, such as medicine 
[e.g. Spaide, 2016] and engineering [e.g. Sui et al., 2015; Biswas et al., 2017, 
Wang, Du, 2017].

Methodology and data

Power law (or scaling law) is a relation between two variables, X and Y:

 Y = kXα  (1)

In this relation, α  is the so-called power-law exponent and k is a constant 
[Gabaix 2008]. In most cases, while the value of k is usually not particularly 
interesting, the analysis focuses on the values of α , as that parameter has 
a natural interpretation, e.g. if we multiply X by 2, then the value of Y will 
be multiplied by 2α . In other words, Y is proportional to  Xα  or X is propor-
tional to Y1/α .

Power laws have been popular in recent economic literature, with a grow-
ing number of relations confirmed to have their features. One of the most pop-
ular power laws is Zipf ’s law, which is a special case of empirically derived 
power law with exponent α ≅–1.

 Y = kX −1 = k
X

 (2)

Zipf [1949] gave a few examples of his power law; the most commonly 
cited and replicated one is associated with city sizes [see Table 1]. One can 
rank cities (e.g. in a certain country) by their population and then compare 
logarithmic ranks with the logarithmic size of the population. A linear regres-
sion generates a line with a slope of approximately –1. This is equivalent to (2).

Y = kX −1

lnY = lnk + (−1)ln X

A := lnk

 lnY = A− ln X  (3)
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This means that the population of a city with rank n is proportional to 1 / n ,  
which is the inverse rank2. Since ranks are based on the criterion of popula-
tion, then one can expect that the power law can be transferred to the distri-
bution of the population size. Indeed, Gabaix [2009] claims that the probabil-
ity that the population of a city is greater than X0 is proportional to 1 / X

0 (or 
X

0
−1). This means that the logarithmic rank in the power law can be replaced 

with a counter-cumulative distribution function without changing the general 
properties, especially the exponent of the power law.

For convenience, let us now denote size as S. Furthermore, since in the 
case of Zipf ’s law the exponent of the power law is only approximately –1, let 
us be more general and denote this exponent as ζ , holding (also for the con-
venience of interpretation) that ζ  is a positive number. Now we can formu-
late the “distributional” power law as follows:

 P S > x( ) = kx−ζ  (4)

The power law (4) becomes Zipf ’s power law if its exponent is (close to) 1.

 ζ !1  (5)

Because we assume that ζ  is positive and explicitly add a minus, stress-
ing that the exponent of the power law is negative, therefore (4) is sometimes 
referred to as the inverse power distribution. However, considering that one 
of the first researchers to use such a distribution was Vilfredo Pareto and 
another major contributor to the subject was George Zipf, the inverse power 
distribution (4) is known as the Pareto distribution, and when condition (5) is 
included it is often called the Pareto-Zipf (power) distribution [Perline, 2005].

Power laws are popular, but Perline [2005] claims that in some cases 
researchers use power laws where in fact these should not be applied or are 
not the best solution for modelling. He proposes dividing power laws into 
strong power laws, weak power laws, and false power laws. The basic prob-
lem is truncation of data. Truncation is a process of selecting a sample only 
out of observations with the highest ranks (when referring to a rank-size plot 
based on Zipf ’s original approach). In some cases, truncation is justified by 
customs associated with definitions or by data availability. Perline [2005] uses 
the example of research on the distribution of lakes by size [e.g. Mandelb-
root, 1982]. Calculations based on a sample of lakes lead to the conclusion 
that there is a power law in the distribution of lakes by size. However, Per-
line stresses that the division between lakes and ponds, for example, is some-

2 In fact, all of the examples presented by Zipf are based on the inverse relation between abso-
lute and relative measures of frequency or size. Probability, which is e.g. the number of times 
a word was used on a page, compared to the total sum of words on the page, represents the 
absolute value of frequency. Rank, which states how many words were more frequent than the 
considered one, is a relative frequency measure [Kromer, 2002].
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what arbitrary. Perhaps then the research only includes the right tail, while 
the left tail of the distribution is excluded because we do not consider ponds 
as small lakes.

Similarly, in economics it is much easier to find data about medium-sized 
and large companies, but not about micro enterprises. This distinguishes 
strong power laws, which are fully certain, from weak power laws, in which 
case we can only investigate the right tail of the distribution. Disturbances 
in the left tail, which we cannot detect, could actually prove that the problem 
described with a weak power law could be just as well (or even better) mod-
elled with a log-normal distribution or Yule distribution3.

When Perline [2005] talks about false power laws, he refers to a situation 
in which data is either selected or modified in a way that increases its resem-
blance to power law, which is not true for raw data. He presents an example 
of two studies about American and Canadian steel plants [Simon, Bonini, 
1958; Kendall, 1961] which prove that there is a power law in the distribution 
of their capacity. However, both papers focus only on the top 10 steel plants, 
while Perline [2005] shows that including other available data changes the 
conclusions significantly, so this is the case of a false power law. Surprisingly, 
some of the original examples from Zipf [1949] include either procedures that 
are now known to be problematic and bias-creating (e.g. not normalizing the 
intervals of size ranges) or simply seem to be artificial and unjustified (e.g. 
adding a fixed constant to all the data, which makes the logarithmic rank-size 
plot more linear, suggesting a power law).

While false power laws are cases of research errors or manipulation, 
weak power laws are difficult to eliminate. That is why a growing number 
of researchers [e.g. Newman, 2005; Gabaix, 2009; di Giovanni et al., 2011] 
explicitly state that their research is focused on the right tail and the results 
may not apply to the left tail of the distribution. Therefore, for scrutiny and 
safety reasons, they assume that their results are a case of weak rather than 
strong power laws4.

In our study, we applied data provided by the Rzeczpospolita daily. That 
popular and renowned newspaper compiles lists of the largest firms operat-
ing in Poland. These lists are labelled “Lista 500” (Top 500) and “Lista 2000” 
(Top 2,000), indicating the number of firms analysed. Instead of being mere 
rankings of firms, “Lista 500” and “Lista 2000” present various firm-level data, 
including total sales, employment, total assets, and equity.

3 Variable S has a log-normal distribution when ln(S) has a normal distribution. The log-normal 
distribution is very close to a power law in its right tail. Yule [1925] suggested a distribution sim-
ilar to a power law, with the counter-cumulative distribution function being P(S > x) = Ax−ζ B− x. 
However, in most cases B is close to 1, so the Yule distribution can be easily mistaken for a power 
law [Simon, 1955].

4 A similar reservation could be made with regard to our research, which is specifically focused 
on the right-hand tail of the distribution. However, it is that part of the distribution that has 
a potentially significant impact on the economy and economic policies. That is why we find such 
a reservation irrelevant from a practical point of view.
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We used the latest “Lista 2000” ranking available online – the one for 
2020 with data for the fiscal year 2019 [Lista 2000, 2020]. We preferred 
“Lista 2000” to “Lista 500” since we wanted to investigate how our estimates 
depend on the number of firms analysed. As described above, di Giovanni 
and Levchenko [2013] stated that a power law may only be observed for firms 
with a size bigger than a certain threshold. The use of “Lista 2000” allowed 
us to check what happens when we restrict our sample to 1,500, 1,000 or 500 
firms instead of relying on the whole ranking.

“Lista 2000” and similar rankings may be criticised for a potential selec-
tion bias. However, they are still commonly used in empirical economic liter-
ature that touches on topics related to enterprises. Examples include Doryń 
and Stachera [2008], and Jaworek et al. [2018]. In fact, Rzeczpospolita’s “Lista 
2000” is compiled with significant attention paid to preventing a selection 
bias5. Once potential candidates for the list are selected based on data from 
previous years, they are asked to complete a survey focusing on their current 
data. If a company does not respond, Rzeczpospolita tries to gather information 
about it from Bisnode, a contracted data collection agency, which also pro-
vides information for the initial selection. If this fails, then the data is supple-
mented with official statistics requested from the government. Only if all these 
efforts prove ineffective, the company is dropped from the sample. Therefore 
one could argue that “Lista 2000” is a reliable source of information on the 
largest companies in Poland. Furthermore, alternative commercial databases 
suffer from similar limitations. For instance, as shown by Kalemli-Özcan et al. 
[2019], in 2012 firms from the ORBIS database covered only 59% of Poland’s 
gross output (the average for the 1999–2012 period was 54%). The indicator 
of firm size used in our study is total sales. Other possible indicators, such as 
employment and total assets, have some missing values. Rzeczpospolita builds 
its league table on the basis of sales, hence that particular indicator was com-
plete for the entire dataset. According to our data, the biggest firm in Poland 
was an oil refiner and petrol retailer, with sales of around PLN 110 billion 
(roughly 5.2% of Poland’s GDP6). The second-biggest firm was a foreign-owned 
company active in food distribution and specialized retail, with sales of PLN 
51 billion (2.4% of GDP). In third place was an oil and gas company, with 
sales of PLN 41 billion (1.9% of GDP). The last company on the list (ranked 
2,000th) was a designer, manufacturer and service provider active in the field 
of energy and optimization solutions for aerospace and industrial markets. 

5 We would like to express our gratitude to the editorial staff of Rzeczpospolita for sharing the 
methodological details of the process.

6 One may question the comparison between sales (based on total) and GDP (based on value 
added). However, in the literature, the ratio of these variables serves as a good approximation 
of the significance of an individual firm in a given economy. See, for instance, Gabaix [2011]. 
Moreover, according to Hulten’s Theorem, the impact of a microeconomic (idiosyncratic) pro-
ductivity shock on aggregate TFP growth depends on a firm’s sales’ share in GDP. Specifically, 
aggregate productivity growth is given by the sum of firm-level productivity shocks multiplied 
by their sales-to-GDP ratios [see Hulten, 1978].
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Its sales were around PLN 222 million (0.01% of GDP). The average sales 
calculated for the whole set of firms were just over PLN 1.1 billion (0.05% of 
GDP), while the median was almost PLN 448 million (0.02% of GDP). The 
huge difference between the average and the median indicates a significant 
skewness of the firm-size distribution in Poland.

We used several methods of estimating the exponent of the power law. In 
the first one, modelled after Zipf ’s original approach, we regressed the log 
rank on log sales, as presented below:

 ln(Rank
i
) = ln(k)−ζ ln(S

i
)  (6)

Ranki is the rank of the i-th company, Si is the sales of the i-th company, 
k is a technical parameter that does not have an interpretation, while ζ is the 
estimated power-law exponent.

The second approach was based on the definition of the power law as in (4).

 ln(P(S > S
i
)) = ln(k)−ζ ln(S

i
)  (7)

The left-hand side is the number of firms in the sample with sales higher 
than Si divided by the total number of firms. Then we regress the natural log 
of this probability on log sales and the remaining notation is as in (6).

Finally, we used the Gabaix-Ibragimov [2011] estimator, in which case it 
is necessary to regress the natural log (Ranki – 0.5) of each firm in the sales 
distribution on its logarithmic sales. The traditional OLS estimation as in (6) 
may be biased if the sample is too small. According to Gabaix and Ibragimov 
[2011], a small correction to the formula significantly reduces the potential 
small-sample bias.

 ln(Rank
i
− 0.5) = ln(k)−ζ ln(S

i
)  (8)

Regardless of which estimation technique is selected, we expect ζ to be 
close to 1. However, validating Zipf ’s law requires us to determine if it is sta-
tistically significantly different from 1. The standard t-test procedure provided 
by most statistical packages tests the parameters against 0. That is why we 
suggest two alternative approaches to verification against 1. One of them is 
based on altered regression formulas, where we manipulated with the equa-
tions so that the parameter standing next to the logarithm of sales is expected 
to be 0. In all three estimation techniques, it seems enough to add the log-
arithm of sales to both sides of the equation. Thus we achieve verification 
equations for the parameters obtained from our three estimators respectively:

 ln(Rank
i
⋅S

i
) = ln(k)+ (1−ζ )ln(S

i
)  (9)

 ln P(S > S
i
)( ) ⋅Si( ) = ln(k)+ (1−ζ )ln(S

i
)  (10)



Piotr Gabrielczak, Tomasz Serwach,  Firm-Size Distribution in Poland: Is Power Law Applicable? 41

 ln (Rank
i
− 0.5) ⋅S

i( ) = ln(k)+ (1−ζ )ln(S
i
)  (11)

Equations (9), (10) and (11) are not very practical for interpretation. They 
are also subject to a serious endogeneity problem. Their only useful feature 
is they make it possible to verify if (1 – ζ) is indeed different from 0 or not, 
which automatically determines if ζ is different from 1 or not.

Another approach we use is based on a variation of the t-Student test, 
which was introduced by Welch [1947] in order to compare estimations of 
identically specified equations7. In our case, we do not have two estimations, 
but we could compare the actual results to a hypothetical estimation with an 
identical number of observations and standard error but specific ζ=1.

Results

The results are divided into two categories. The core findings refer to research 
into the entire sample of companies or sub-samples of the full sample based 
on cut-offs limiting sample size under the assumption of a power-law distri-
bution. Our additional results look at alternative distributions.

Power-law firm-size distribution

Our results are summarized in tables that include estimations based on 
different methods described in section 3. The following results, presented 
in Table 1, are based on the whole set of firms (2,000 in total). The methods 
are listed using their shortened names, where lnRank stands for an estima-
tion based on the rank of logarithmic sales, as in (6); lnP_ccdf stands for an 
estimation based on the logarithmic values of the counter cumulative distri-
bution function8, as in (7); and Gab_Ibrag stands for Gabaix-Ibragimov esti-
mator, as specified in (8). In all the specifications ζ denoted the absolute value 
of the parameter; however, it was negative, thus the coefficients with lnSales 
are in fact negative.

7 The Welch [1947] procedure assumes that we compare estimations of identically specified equa-
tions i and j, which were originally estimated on two different samples. Two equivalent param-
eters ζi and ζj and their standard errors SEi and SEj can be used to calculate the test statistic:

t
ij
=

ζ
i
−ζ

j

SE
i
2 + SE

j
2

Statistic tij has to be compared with the proper critical values from the t-Student distribution or, 
if the number of observations is sufficiently high, from the normal distribution. When tij is higher 
than the proper critical value, we reject the null hypothesis that both equivalent parameters are 
in fact the same in favour of an alternative hypothesis that they are different.

8 The number of observations in this method is reduced by 1. This is because for the top company 
P(S

i
> x) = 0 and the logarithms’ domain is positive real numbers.
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Table 1. Estimation results –  2,000 firms

lnRank lnP_ccdf Gab_Ibrag

lnSales –1.108***
(0.002) 

–1.116***
(0.002) 

–1.115***
(0.002) 

Cons. 21.298***
(0.023) 

13.802***
(0.028) 

21.392***
(0.027) 

R-squared 0.995 0.993 0.993

N 2000 1999 2000

* p < 0.1, ** p < 0.05, *** p < 0.01
Source: authors’ own elaboration.

As one may observe, the results obtained with the use of different meth-
ods are quantitatively similar. In all cases they are above 1 in absolute terms, 
which might indicate a pattern.

Due to the existence of the so-called weak power-law distributions, which 
are well approximated by a power law only at the very right-hand end of the 
distribution, we found it interesting to see how the estimation might change 
if we limit the number of observations to a smaller number of the largest (by 
sales) companies. Table 2 summarises the results for 1,500 firms.

Table 2. Estimation results –  1,500 firms

lnRank lnP_ccdf Gab_Ibrag

lnSales –1.130***
(0.002) 

–1.140***
(0.003) 

–1.139***
(0.003) 

Cons. 21.610***
(0.029) 

14.435***
(0.036) 

21.733***
(0.034) 

R-squared 0.995 0.992 0.993

N 1500 1499 1500

* p < 0.1, ** p < 0.05, *** p < 0.01
Source: authors’ own elaboration.

Table 3. Estimation results –  1,000 firms

lnRank lnP_ccdf Gab_Ibrag

lnSales –1.154***
(0.003) 

–1.169***
(0.004) 

–1.167***
(0.004) 

Cons. 21.964***
(0.042) 

15.252***
(0.053) 

22.137***
(0.050) 

R-squared 0.993 0.990 0.991

N 1000 999 1000

* p < 0.1, ** p < 0.05, *** p < 0.01
Source: authors’ own elaboration.
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The results for 1,500 companies seem to be even further from 1 compared 
to the results for the entire sample of 2,000 firms. We decided to test if a fur-
ther reduction of the sample size would lead to systematic changes in the 
estimated parameter. Tables 3 presents the results for estimations based on 
a subsample of 1,000 companies.

Table 4 contains results obtained with the use of data for only 500 compa-
nies with the largest sales. In the case of results for both 1,000 and 500 com-
panies, one can observe that the estimated power-law exponents tend to devi-
ate further and further from 1.

Table 4. Estimation results –  500 firms

lnRank lnP_ccdf Gab_Ibrag

lnSales –1.206***
(0.006) 

–1.231***
(0.007) 

–1.228***
(0.007) 

Cons. 22.747***
(0.081) 

16.893***
(0.105) 

23.062***
(0.097) 

R-squared 0.989 0.983 0.986

N 500 499 500

* p < 0.1, ** p < 0.05, *** p < 0.01
Source: authors’ own elaboration.

Table 5 provides the results of regression (11), which is a modified version 
of the Gabaix-Ibragimov estimator9 in order to test the power-law exponent 
against 1. If parameter (1 – ζ) is not statistically significant, then the estima-
tion may be treated as proof for Zipf ’s law. Otherwise, the obtained power 
laws are significantly different from it.

Table 5. Testing ζ against 1, results for Gabaix-Ibragimov estimator, regression-based

N = 2000 N = 1500 N = 1000 N = 500

(1 – ζ) –0.115***
(0.002) 

–0.139***
(0.003) 

–0.167***
(0.004) 

–0.228***
(0.007) 

* p < 0.1, ** p < 0.05, *** p < 0.01
Source: authors’ own elaboration.

Table 6 displays the results of a test based on the Welch [1947] procedure, 
where we checked if the obtained parameters were different from a hypothet-
ically identical estimation with an exponent of exactly 1.

9 For the sake of brevity, apart from the main regression results, we only report results based on 
the Gabaix-Ibragimov estimators, which we consider to be the most advanced method for inves-
tigating power laws. The results based on two other approaches are not substantially different 
and are available upon request.
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Table 6.  Testing ζ against 1, results for Gabaix-Ibragimov estimator, based on Welch [1947]

N = 2000 N = 1500 N = 1000 N = 500

tij > t 40.66*** 32.76*** 29.52*** 23.03***

* p < 0.1, ** p < 0.05, *** p < 0.01
Source: authors’ own elaboration.

The results in Table 5 and Table 6 show that none of the previous estima-
tions resulted in identifying a case of Zipf ’s law. Though the exponents were 
close to 1, they were still substantially different. In fact, it is possible to observe 
that when the sample size is smaller, ζ becomes higher in terms of absolute 
values (further from 1). Since smaller absolute values of the power-law expo-
nent indicate a fatter right-hand tail, our results show that the firm-size dis-
tribution in Poland has a significantly slimmer tail than Zipf ’s law and that 
once we focus on the largest firms (in terms of sales), the tail seems to be rel-
atively thinner.

When comparing our results with the existing literature, one must be aware 
that research on Polish firms is rare and based on different data sources and 
periods. In the only study that presents the results of similar estimations, 
di Giovanni and Levchenko [2013] used a broader dataset (ORBIS) for the 
2006–2008 period. They obtained an estimate of a power law coefficient equal 
to 1.086. Our result based on the full sample was similar by an order of mag-
nitude, but distinctively different in terms of interpretation as it cannot allow 
us to indicate the existence of Zipf ’s law. This is because, contrary to the find-
ings of di Giovanni and Levchenko [2013], our estimated coefficient turned 
out to be significantly different from 1. Moreover, we observed a clear pattern 
that whenever we analysed more firms, the absolute value of the coefficient 
was closer to 1 and at each step the results were statistically significant. The 
estimates suggest that there is a striking underrepresentation of the largest 
firms in Poland (compared to the distribution based on Zipf ’s law) and that 
the gap becomes wider whenever we restrict our research to a smaller sam-
ple. Such a change in the estimated parameter led us to conclude that (3) may 
be incorrect and that non-linearity could be at work.

Alternative firm-size distributions

Perline [2005] suggested that power laws are sometimes selected for their 
usefulness and simplicity in modelling, while in fact they could be easily mis-
taken for other distributions, similar in terms of some of their traits. The two 
natural candidates for alternative distributions are a log-normal distribution 
and the Yule-Simon distribution [see section 3].

The logarithms of sales do not have a normal distribution in our sample. 
A basic skewness and kurtosis test or the Shapiro-Wilk test, which is rec-
ommended for non-aggregated data, provide evidence for that. Therefore, 
a log-normal distribution can be easily ruled out.
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However, the Yule-Simon distribution10 seems to be a potentially fitting 
choice. In fact, a comparison of the counter-cumulative distribution functions 
of both distributions shows that a power law is a specific case of the Yule-Si-
mon distribution, while the latter allows for the logarithmic firm-size distri-
bution to deviate from a linear form. It depends on whether the B parameter 
differs from 1 or not. Assuming that A, B and ζ are positive parameters, the 
Yule-Simon counter-cumulative distribution function can be expressed as:

 P(S > S
i
) = AS

i
−ζ B−Si  (12)

We linearise (12) in order to estimate the parameters of the Yule-Si-
mon distribution.

 ln P(S > S
i
)( ) = ln(A)−ζ ln(S

i
)− ln(B)S

i
 (13)

Table 7 presents the results of the estimation. Please note that the signs 
which were directly presented in the specification of (13) are now incorpo-
rated into the estimated parameter values.

Table 7. Estimation results – Yule-Simon distribution

lnP_ccdf

Sales –0.000***
(0.000) 

lnSales –1.022***
(0.001) 

Cons. 12.610***
(0.013) 

R-squared 0.999

N 1999

* p < 0.1, ** p < 0.05, *** p < 0.01
Source: authors’ own elaboration.

The negative signs of the coefficients of sales and the logarithm of sales are 
consistent with expectations. Our results clearly demonstrate that the firm-size 
distribution in Poland is well approximated by the Yule-Simon distribution. 
To be exact, the coefficient of sales was estimated as 0.0000000452, thus the 
B parameter is just above 1. Its deviation is small, yet significant. However, 
if we neglect this difference, the estimated distribution becomes close to that 
of Zipf ’s law. Although, in reality the parameter with the logarithm of sales is 
also significantly different from 1. Nevertheless, this alleged similarity, along 
with the relative popularity of power laws in the literature, explains why the 
firm-size distribution creates the impression of being a case of Zipf ’s law.

10 Introduced by Yule [1925] and developed by Simon [1955].
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Our results, contrary to those of di Giovanni and Levchenko [2013], sug-
gest that the distribution of Polish companies is a false power law. This obser-
vation has consequences for the characteristics of the Polish economy. The 
Yule-Simon distribution has a slimmer right-hand tail and could be associated 
with lower granularity. This, on the other hand, should result in lower suscep-
tibility to idiosyncratic shocks on a macro level. However, for this conjecture 
to be validated, more detailed research is needed into the impact of granular 
residuals on macroeconomic volatility.

Conclusions

The latest commonly available data on the sales of Poland’s 2,000 largest 
companies proves that the distribution of firms across the country by size is 
not well approximated by a power law. We found strong evidence against the 
existence of Zipf ’s law in Poland, since the power-law exponent deviates from 
1 in absolute terms. It seems that the right-hand tail of the firm-size distribu-
tion in Poland may be slimmer than in the case of Zipf ’s law. Moreover, since 
the estimation of the power-law exponent is sensitive to the extent of concen-
tration of the largest companies only, it is also possible that the logarithmic 
firm-size distribution in Poland is characterized by non-linearity and that the 
existing studies err by missing that point. It is possible that the economic lit-
erature identifies only a weak power law at best.

Our research proves that an alternative known as the Yule-Simon distri-
bution fits the data on Polish companies much better. It is characterised by 
a distribution function very similar to a power law, but it allows non-linear-
ity of the relationship between probability and the logarithm of sales. In fact, 
this framework is more general and the power law can be treated as a special 
case of the Yule-Simon distribution. Furthermore, compared to Zipf ’s law, 
the identified distribution has a slimmer right-hand tail. This indicates lower 
granularity and a lower risk of idiosyncratic shocks transferred to the econ-
omy. However, the consequences of such an alternative firm-size distribution 
require further research.

All things considered, our results stand in opposition to widely recognised 
empirical research into the firm-size distribution in Poland so far. While di Gio-
vanni and Levchenko [2013] identified Zipf ’s law, we believe that it is a false 
power law. So are power laws even applicable when analysing the firm-size 
distribution in Poland? They may be, but only as a far-reaching simplification, 
e.g. as an element of auxiliary analyses.
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